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In a nutshell

• What is the best neural network architecture for a given task?
• Usually an expensive search
• Grid search, evolutionary strategy, Bayesian optimization, Hyperband
• Differentiable Architecture Search (DARTS) arXiv:1806.09055
• EfficientNAS arXiv:1807.06906

• This paper uses GPT-4 as a black-box optimizer in a query-feedback 
loop



Optimization loop



“Lego” benchmarks

• NAS-Bench-Macro
• Contains the performance of various 

networks on CIFAR-10
• Each network has the same overall 

structure but some blocks vary
• Search space: 3! = 6561 possibilities

• Channel-Bench-Macro
• Same idea, 4" = 16348 possibilities



“Lego” benchmarks

Channel-Bench-Macro

NAS-Bench-Macro



NAS-Bench-201

• Focus on designing (rather 
than choosing) cells via 
their computation graph
• Search space: 5! = 15625

possibilities
• Good results but beaten by 

state-of-the-art (DARTS)



Large-scale experiments

• Lego-type benchmark on 
ImageNet with more layer 
options
• Search space: 7"# ≈
2.2 × 10$% possibilities
• FLOPs constraints
• Marginally better results, but 

significantly faster



Ablation (training tuning)

• During neural architecture search, candidates are trained quickly; 
during validation, candidate architecture are trained in a more 
standard way
• This study explores two tradeoffs for quick training

i.e. the image is 
resized to 128x128

Performance of the 
final (retrained) model



Transfer learning

• Take a model pretrained on ImageNet and fine-tune it on CIFAR10 and 
CIFAR100
• Achieved performance on-par with state-of-the-art
• Also studied transfer learning for object recognition tasks



Remarks

• From all the performant designs, we can see how GPT-4 tends to 
design neural networks:
• In initial stages, employ simpler operations fo capture low-level information 
• Increase complexity progressively

• GPT-4 is a black-box optimizer which poses a few problems:
• A black-box is black, we don’t know why or how an architecture was 

generated; would changing the prompt change or even invalidate the results?
• Lack of reproducability
• (Potential) Benchmark contamination
• Enfeeblement: desining networks is a crucial knowledge that we may loose by 

excessively delegating to AI 



Opinions & questions

• [Ablation study] the accuracy does not change 
much. This show that GPT-4 does not need 
precise metrics, only a sense of direction
• [Transfer learning] not a surprise. The metric 

that should have been reported is fine-tuning 
time



Opinions & questions

• [“Lego” benchmarks] 
• The first network (iteration 0) is designed without any prior feedback
• The second network (iteration 1) is designed with the performance of the first 

in mind
• The jump in performance is really big
• Why not “skip” the 0-th iteration by starting with a random architecture and a 

nominal (fake) performance?



Opinions & questions

Design at the 
neuron-level

Ability to 
rediscover 

transformers

• [Design process design] what’s the next step?



Opinions & questions

• [Design process design]
• Start with a “standard” search
• Then fine-tune the computation graph of each block starting from the start to 

optimize global performance (e.g. accuracy) and local performance (e.g. class 
entropy in latent space)


